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Outline

 Character N-grams in IR
 Confusing History

 Empirical Studies
 Comparision with plain words
 Problems with Efficiency
 Synthetic Morphology (N-gram stemming)
 MorphoChallenge 2007

 Summary
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N-Gram Tokenization

 Characterize text by
overlapping sequences of n
consecutive characters

 In alphabetic languages, n is
typically 4 or 5

 N-grams are a language-
neutral representation

 N-gram tokenization incurs
both speed and disk usage
penalties:

_JUGGLING_

GGLI

UGGL GLIN

JUGG
LING

_JUG
ING_

Good
indexing
term

Poor
indexing
term

“Every character begins an n-gram”

One word
produces
many n-grams
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Against: Damashek (1995)

 Marc Damashek developed an IR system based on n-grams
 ‘Gauging Similarity with n-Grams: Language Independent

Categorization of Text’, Science, vol. 267, 10 Feb 1995
 He described his system’s performance at TREC-3 as:

− “on a par with some of the best existing retrieval systems.”

 The article elicited strong reaction
 TREC Program Committee objected stating his system was

ranked 22/23 and 19/21 on two tasks
 IR luminary Gerald Salton wrote a response

− “decomposition of running texts into overlapping n-grams ... is too
rough and ambiguous to be usable for most purposes.”

− “for more demanding tasks, such as information retrieval, the n-
gram analysis can lead to disaster”

− “decomposition of text words such as HOWL into HOW and OWL
raises the ambiguity of the text representation and lowers retrieval
effectiveness”
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Pro: Asian Languages (1999)

 Information Processing and Management 35(4) was devoted
to IR in Asian Languages
 Many Asian languages lack explicit word boundaries

 Korean
 Lee et al., KRIST Collection (13K docs)

− 2-grams outperform words, decompounding cited
 Chinese

 Nie and Ren, TREC 5/6 Chinese Collection (165K docs)
− 2-grams (0.4161 avg. prec.) comparable to words (0.4300)
− Combination of both is best (0.4796)

 Japanese
 Ogawa and Matsuda, BMIR-J2 (5K docs)

− M-grams (unigrams and bigrams) comparable to words
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Against: “A Basic Novice Solution”

Image of newspaper article goes here

“Yes, N-grams work on any language, but as a
search technique they work poorly on every
language,” he said. “It’s a basic novice solution.”

-quote attributed to an IR researcher in the
 New York Times on 31 July 2003
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The Truth is Out There...

What should we conclude?

1. N-grams are not effective

2. N-grams are effective, but only in Asian
Languages

3. Some IR Researchers do not like n-grams

4. Something else?
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HAIRCUT

 The Hopkins Automatic Information Retriever for
Combing Unstructured Text (HAIRCUT)

Written in Java for portability and ease of implementation
Language-neutral philosophy
Language Model similarity measure

 Ponte & Croft, ‘A Language Modeling Approach to Information
Retrieval,’ SIGIR-98

 Miller, Leek, and Schwartz, ‘A Hidden Markov Model Information
Retrieval System’, SIGIR-99.

Flexible tokenization schemes (e.g., n-grams)
Supports massive lexicons
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Words vs. N-grams

From McNamee and Mayfield, ‘Character N-gram Tokenization for European
Language Text Retrieval.’ Information Retrieval 7(1-2):73-97, 2004.

CLEF 2002 data
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CLEF 2003 Monolingual Base Runs

0.4358
0.3728
0.5088
0.4784
0.5415
0.5571
0.5311
0.5040
0.5210
Fusion

0.3698
0.2550*
0.4594
0.5053
0.4780
0.4357
0.5277
0.4679
0.4604
stems

0.4163
0.3276
0.4974
0.4313
0.5244
0.5396
0.5011
0.4692
0.5056

4-grams

0.4137
0.3271
0.4618
0.4568
0.4895
0.5498
0.4695
0.4610
0.4869

5-grams

0.3189
0.2550
0.4615
0.4856
0.4590
0.3355
0.4773
0.4988
0.4175
words

28RU

# topics

53SV

56NL
51IT
52FR
45FI
57ES
54EN
56DE

Single best monolingual technique: 4-grams
Fusion helpful, except in Italian
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Mean Word Length
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N-grams vs. Words

Improvement vs. Mean Word Length
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Swedish Retrieval (CLEF 2003)
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Ahlgren and Kekalainen, ‘Swedish Full Text Retrieval: Effectiveness
of different combinations of indexing strategies with query terms’.
Information Retrieval 9(6), Dec. 2006.
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N-gram Indexing: Size Matters

Growth in Index Size - Spanish Collection
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Query Processing With N-grams

37.0131.05-grams

37.2572.14-grams

14.53762.53-grams

Mean
Response

Time
(secs)

Mean
Postings
Length

30.644.26-grams

3.534.8words

22.520.17-grams

 A typical 3-gram will occur
in many documents, but
most 7-grams occur in few

 Longer n-grams have
larger dictionaries and
inverted files
 But not longer response

times

 N-gram querying can be 10
times slower!

 Disk usage is 3-4x
CLEF 2002 Spanish Collection (1 GB)



19 September 2007

N-gram Stemming

 Traditional (rule-based) stemming attempts to remove the
morphologically variable portion of words
 Negative effects from over- and under-conflation

Hungarian Bulgarian

_hun (20547) _bul (10222)

hung (4329) bulg (963)

unga (1773) ulga (1955)

ngar (1194) lgar (1480)

gari (2477) gari (2477)

aria (11036) aria (11036)

rian (18485) rian (18485)

ian_ (49777) ian_ (49777)

Short n-grams covering affixes
occur frequently - those around the
morpheme tend to occur less often.
This motivates the following
approach:

(1) For each word choose the least
frequently occurring character 4-
gram (using a 4-gram index)

(2) Benefits of n-grams with run-
time efficiency of stemming

Continues work in Mayfield and McNamee,
‘Single N-gram Stemming’, SIGIR 2003
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Examples

All approaches to conflation, including no conflation at all, make errors.

warrwarwarringEnglish

warrwarrantwarrantEnglish

renswarrenwarrensEnglish

warrwarrenwarrenEnglish

warrwarwarredEnglish

rnaujuggernautjuggernautEnglish

juggjuggljugglingEnglish

juggjuggljuggledEnglish

juggjugglerjugglerEnglish

juggjuggljugglesEnglish

juggjuggljuggleEnglish

LC4SnowballWordLang.

antrtantrumtantrumEnglish

ntrokontrollkontrollSwedish

ntrokontrollerkontrollerarSwedish

ntrokontrollerkontrolleradeSwedish

ntrokontrollerkontrollerasSwedish

etabvegetvegetablesEnglish

etatvegetvegetationEnglish

rinemarinmarineEnglish

rinamarinmarinatedEnglish

inadmarinadmarinadeEnglish

antrpantripantryEnglish

LC4SnowballWordLang.
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N-gram Effectiveness

 4-grams dominate words
 25-50% advantage in Bulgarian
 Improvements even larger in Hungarian

 4-gram stemming also dominates words
 Advantage consistent with and w/o blind feedback
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MorphoChallenge Task 2
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Withnew/TFIDF condition. 5-Stems beat 4-Stems.
Morfessor is the clear winner.
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Damashek revisited

 In 1995 no empirical evidence existed to support
adequacy or supremacy of n-grams for IR

 N-grams appear less advantageous for English
 N-grams are conflationary

 Salton was right (and wrong)
− HOWL -> HOW, OWL

 Longer and overlapping n-grams are more
discriminating
− HOWL, HOWLING, HOWLED, HOWLS share _HOW, HOWL
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Summary

 N-grams very effective in European languages
 As good or better than words and Snowball-produced

stems
 N=4 or N=5 both highly effective across CLEF languages
 Numerous advantages, albeit performance issues

− Don’t need sentence splitter, tokenizer, stopword list,
lexicon, thesaurus, stemmer

− Simplicity for dealing with many languages

 Frequency-based n-gram stemming works
 Benefit of n-grams or stemming, without any

performance penalty
 Available in all languages without customization
 In compounding languages, a single n-gram may not be

enough


